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Executive Summary
Computer network security is notoriously difficult to quantify. While our senior management is well aware of the potential threats and the risks they cause to our vital business information and the availability of our computing infrastructure, it is sometime difficult for the CISO to clearly and simply present the state of GIAC Enterprise’s security posture and improvements made over time. What follows can be uncertainly about our investments into our security program. Are we spending an appropriate amount on securing our business and infrastructure? Is the investment going to the more critical areas of risk, and is it having the desired effect? Perhaps most critically, we lack a clear means to answer the deceptively difficult question “How secure are we?” 

The metrics described within this document provide a starting point for the measurement and understanding of our evolving information security posture, with an aim at providing senior business leadership with the appropriate understanding of the state of our information security efforts.

In particular, this paper recommends:

1. The establishment of an enterprise-wide security metrics program.

2. The adoption of the SANS Top 20 Security Controls framework as a basis for the ongoing gathering and reporting of security metrics.

3. The institution of a security metrics board which will regularly assess the effectiveness of the security metrics program.

We recommend the implementation of a phased approach over the next several months; first focusing on establishing metrics in the areas of most concern and potential for return. These are generally ordered in the order of the SANS Top 20 themselves, which is the order they have been laid out in this report.

Introduction

The security metrics tiger team was formed at the request of the CEO and mandated to examine GIAC Enterprise’s security measuring capabilities. In particular the team was asked to deliver guidance and a Executive Dashboard which would both help inform senior management of the company’s security posture, as well as track the security programme’s effectiveness over time.

The often-stated business adage “You can’t manage what you can’t measure” may not be true in all circumstances pertaining to IT security, but helps quickly define the purpose of this effort. Indeed, whether quantitatively or qualitatively measurable, security metrics of some sort are necessary to help technical staff and management better understand the company’s risk exposure, effectiveness of mitigation efforts and progress, in relation to constant improvements and investment into the IT security budget.

Some of the most difficult IT security metrics work comes from trying to figure out what you are trying to figure out. (Hayden) In other words, there are thousands of possible security-related data points, which could be measured, fed into equations, and presented (numerically, or graphically). The key challenge is identifying which of these metrics will best inform our management’s requirement to assess the company’s security posture, across multiple facets of IT security.

To help focus our work, we have adopted the industry standard best practice SANS Top 20 Security Controls framework as a guide. We have broken down our analysis of the metrics ‘problem’ into these 20 distinct areas with the aim of identifying, processing and presenting the key metrics for each. These metrics should represent a good view of our security risk exposure and progress over time. An added benefit is that the IT Security team has already adopted these 20 Controls to develop and roll out rigorous security measures throughout the enterprise. Our use of the same framework will only simplify understanding of the key issues to senior management and help map metric-identified shortcoming against the security controls implementation plan and budget. This close relationship should provide clear links between risk areas and investment, with the aim of providing maximum security effectiveness.

Defining the Requirement for Security Metrics

Metrics are often confused with measurements. A common example would to be to expect the number of times our network is penetrated by hackers, or the number of pieces of malware found would constitute a metric. In reality these are simply data points, measurements of distinct facts at a given point in time. Absent in these examples are context and understanding; what do these numbers mean? Are they important to answering the specific business questions we have? In what way? How are they related to other measurements and what significance do these show when presented as a whole?

Senior Management Goals/Vision

A series of interviews with several members of senior management has identified the following goals of this metrics program:

· Paint a clear picture of our security posture

· Identify areas of greatest risk

· Help educate resource allocation towards areas of greatest security gain

· Educate senior management on possible business impacts of our security posture 

· Provide a method to monitor the effectiveness of our policy and technological changes over time

How metrics can help

The generated metrics will provide an initial baseline to help achieve the stated goals, but we recognize that it is likely that these metrics will evolve over time, as their particular usefulness wanes over time, or management’s focus on information security shifts to other areas of interest. It is for this reason this paper seeks to inform senior management on the principles of security metrics and the process through which they are identified and presented. It is hoped that this business process will survive and adapt through many evolutions of the metrics themselves.

Scope

This paper will examine techniques for generating and presenting computer security metrics using the SANS Top 20 Security Controls as an underlying framework. It will not seek to describe a detailed technical implementation of each of the metrics, nor will it aspire to provide a broad overview of all possible metrics available to be collected. Rather, it will present recommendations based on the tiger team’s assessments of the most relevant metrics at this point in time, based on senior management’s current business priorities.

Linking Security Metrics to the SANS Top 20

The SANS Top 20 Security controls were developed in collaboration with leading business and governmental partners, it is regarded as a leading standard for defining the most essential controls which should be implemented to secure against known attacks. About 15 of these controls can be easily monitored, automatically and continuously (SANS, 2009), but this paper will make an effort to look at all 20, aiming to provide accurate and timely metrics holistically across all aspects of network security. The following 20 paragraphs, which are ordered in the same order as the SANS Top 20, are divided into 4 sub-paragraphs; 

a. Goal - What is the goal of this metric? What are the business questions we are trying to educate?
b. Metric - What data will the metric be built from? How will the data be processed and baselined for simple and accurate analysis over time?
c. Data Gathering - What sources will the raw data be pulled from? Will this process be automated or manual? How often will the data be measured?
d. Information Presentation - How will the processed data be presented numerically and visually?
1. Inventory of Authorized and Unauthorized Devices

a. The first goal for implementing any type of security in a network is knowing what you have. Keeping an inventory up to date and verified can be a challenge. Having a system in place that notifies personnel that an unauthorized device has connected is key for tracking. When unauthorized devices enter your network, there is only so much control you can have over that device and what it can do. Using automated software assists IT and security departments when changes occur on the network. The goal of this control for GIAC Enterprises is to find how many devices are found and based on those devices, which ones are authorized and which are not. The goal also is to label the device owners in the system. 

b. The metrics we recommend is based on the number of devices found and how many were found to be unauthorized over a given time period. A weight will be placed for each device category. Using statistics could cause some anomalies to appear if one unauthorized device appears on a large network or a small network. The percentage of unauthorized devices may vary on a large network compared to a small network, even though the amount of harm that could be done is of equal size. A good way to determine what metrics to use for inventory could be based on what value we will place on various devices. For example, an unauthorized printer may not warrant a high threat value compared to an unauthorized laptop. Also, if you have implemented VLAN’s for certain areas of your network, this might lower the threat value for unauthorized devices in certain locations. Many factors need to be considered when determining one’s metric value for inventory and inventory changes and we took all into account. 

c. The data we used for the metrics are captured by automated tool sets. Using both passive and active monitoring tool sets is key to finding all devices, including hidden devices. Many times unauthorized devices appear during short periods of time and may hide themselves through personal firewalls or having their services disabled. Ipads and tablets commonly pop up on access points or conference room connections. Having a system in place that can detect and report this behavior is important. “Spot checking” will be considered as part of the inventory process along with automated tools. “Spot checking” involves having an experienced individual, who knows the physical layout of the network, walk around and “spot check” for anything unusual or devices that appear new or have not been seen before. “Spot checking” is a way to layer the inventory method, but again may increase cost in production. At GIAC we will use the most cost effective way to monitor hardware devices through the use of an automated tool set called LANSweeper. Enterprise Edition offers a complete package of both hardware and software inventories. This is an active monitoring tool. To find devices that may not allow scanning of the system we will also use a passive monitoring tool that will be idle until a device announces itself. Then appropriate reporting will trigger when the tool finds something unusual. The passive monitoring tool set we will use for GIAC will be the Sourcefire Network RNA tool.

i. Average number of hours an unauthorized device is found on the network - LANSweeper Report/RNA

ii. Total number of unauthorized devices found in a given period - LANSweeper Report/RNA

iii. Unauthorized Device Threat Level - Configuration Management DB

d. We want to present the inventory information in a quantitative manner. Quantifying the quantity of new devices, authorized and unauthorized, and how each was found. With this information we will create a baseline that can be compared with in the future to see if one tool is not doing the job it was given or if “spot checking” is finding more devices than the tools. This could mean it is time to look for a better tool. The inventory quantities of authorized and unauthorized devices will be visualized by what percentage of unauthorized devices were found using the formula below with a representation of security importance of the device. Each device will be rated on its threat level from a scale of 1 to 5. Ratings have already been included for the formula below. This threat level will be multiplied by the quantity of unauthorized devices found in that category. Then it will be added to the average hours it is found on the network. These numbers will then be added and multiplied against the control threat that is chosen.

[(HFLLevel 1 x DUNAUTH) + AHN]+[(HFLLevel 2 x DUNAUTH) + AHN] + [(HFLLevel 3  x DUNAUTH)+ AHN]  x TL = Risk Score

Unauthorized Device Threat Level = 4

On a scale of 1-10.

DUNAUTH = Number of unauthorized devices in a given period

HFL = Importance Weight, on a scale from 1-5, 5 being a high importance

AHN = Average Hours on Network

2. 
Inventory of Authorized and Unauthorized Software

a. Similar to what we proposed with hardware devices, the goal we have for having a software inventory is to keep track of what software is on the network because of the potential harm each can do. It is typically through software that exploits can be leveraged so knowing what software you have and what patches are installed is key to preventing and handling any threats. Due to the many variables that come with networks, some of the automated tools and strategies may fail so this risk must be taken into account. The goal for GIAC will be to get a total of authorized and unauthorized software with version numbers and patch levels. Then each month do another scan to verify that unauthorized software was removed.

b. Metrics involving software inventory are a bit different than hardware inventory. There are many types of software categories that can be used. It can become overwhelming if the categories start to grow so this may be overkill due to cost of labor and if automated tools allow this. When valuing authorized and unauthorized software, many times these values will be extreme values, so using a scale of 1 - 5 will keep things simple. Since authorized software is typically safe and unauthorized software is typically harmful to a business. Unauthorized software is harmful in many ways other than just for security reasons. Many times it can cause issues with productivity or conflicts with existing software, which increases cost and time for help desk and lower productivity in staff. It is important to know what is there as this will affect GIAC’s bottom line. For GIAC the metrics we will use will be a simple formula of total unauthorized software/total software multiplied by 100.

c. Gathering software data can be a challenge. Automated tools exist that can gather this info. Many have agents that install on machines that can notify administration when new software is installed. “Spot checking” can also be used when doing an inventory of software. However, when the network is large this can be very difficult and expensive. A good way to combine these techniques is to use automated tools and randomly “spot check” devices to verify that the tools correctly found all of the software that was installed. The method we will use to gather the data will be through the use of the LANSweeper automated tool we used before as part of our hardware inventory. Faronics System Profiler will also be used as a layered method of finding unauthorized devices.

1. Total number of software scanned - LANSweeper/System Profiler Report.

2. Total number of unauthorized software found - LANSweeper/System Profiler Report.

3. Unauthorized software threat level - Configuration Management DB

d. We will present this metric information in a quantitative value as well. For GIAC we will use a formula similar to that of device inventory. We will also be including a weight factor for different levels of unauthorized software found. These factors will be based on three levels of importance with each level being represented from 1 to 5, with 5 being the higher threat. Currently we have the levels set for level 1 as low threat and a rating of 2 and level 2 as a medium threat with a rating of 3 and level 3 as a high threat with a rating of 5.

{[(UST x SFLLevel 1) + AHN] + [(UST x SFLLevel 2) + AHN] + [(UST x SFLLevel 3) + AHN]} x TL = Risk Score

Unauthorized software threat level (TL) = 7


On a scale of 1 - 10

UST = Unauthorized Software Total

AHN = Average hours on network

SFLLevel = Software Threat Level

3.
Secure Configurations for Hardware and Software on Laptops, 

Workstations, and Servers

a. The goal for getting metrics on secure configurations for hardware and software on laptops, workstations, and servers is to determine whether our organization is meeting expectations on our configurations. It also is to find the likelihood of an exploitation attempt becoming successful. Having a general feel for how secure the network is compared to how secure the configurations are can be very different values. Knowing there is no 100% configuration available and that the level of risk you are accepting meets those of the organization are key. Using standardized secure images for deployment of machines should be part of initial setup and deployment. Without a metric on this category, there is no way to prove to management that secure configurations are in place. Automated tools can be used for this. The goal we have for GIAC is to determine how often configurations are being deployed insecurely and on which devices this is occurring and by whom.

b. Determining the metrics to use in this category can be vague. Using a tool to run scans on computers may find insecure configurations, but it may not find others. Having experienced consultants come in to do an assessment may also find some insecure configurations, but not all. Using a fine tooth comb over each device may take up lots of resources and would not be cost effective. With this in mind, following industry standards is the most effective way to determine if a system has a secure configuration. For GIAC the metrics we will use will be a formula using ratings for the type of device and a percentage of insecure configurations compared to a total number. Each configuration weight that will be used has different levels of threat from 1 to 5. The reason for this is that an insecure configuration of a server maybe far more dangerous than a workstation. A laptop might be considered more of a threat than a workstation because of its mobility factor and chances of being stolen.

c. Gathering the data will involve automated tools that can scan the network for insecure software configurations. This can be done during the inventory process as well. Testing the tools on one machine at the beginning would be a good way to test that it find industry standard configurations. Using a quantitative method will yield the most benefits for this type of control. Testing for insecure hardware configurations might take more resources because of the manual process it may take of having staff check each machine for a secure hardware configurations. We will be using engineers to test their configurations against industry standards and have them determine whether a configuration is insecure or not.

i. Average amount of days to fix configurations - LANSweeper Report.

ii. Total insecure configurations found - Engineer Report

iii. Insecure hardware/software configuration threat level - Configuration Management DB.

d. We will present this information in a formula with a weighting for each workstation, laptop, and server. When presenting this information it is important that executives can understand each point and that any graphs that are created do not overwhelm the viewer. The formula will then combine each categories threat level multiplied by their total insecure configurations, then this will be added to the other categories. This score will then be multiplied by the chosen threat level of this control to receive the final threat score.

Insecure Workstation Configuration (IWC) Threat Level (TL)= 2

Insecure Laptop Configuration (ILC) Threat Level (TL)= 3

Insecure Server Configuration (ISC) Threat Level (TL)= 5

{[(ILC x ILCTL) + Avg Days] + [(IWC x IWCTL) + Avg Days] + [(ISC x ISCTL) + Avg Days] } x OTL = Threat Score

*Insecure configs for laptops, workstations and servers threat level (OTL) = 8

On a scale of 1 - 10

4.
Secure Configurations for Network Devices such as Firewalls, Routers, and Switches

a. The goal to tracking metrics for the secure configuration of network devices is similar to that of hardware and software configurations. Using percentages to find how many insecure configurations exist overall and of those, how many are firewalls, routers or switches. This will be the overall goal for GIAC Enterprises. This would follow a quantitative method as well and knowing the quantity of devices that have insecure configurations can assist in knowing the overall vulnerability level of the organization.

b. The metric that will be used will be a percentage similar to that of the hardware and software configurations previously mentioned. We will find the most use out of this metric compared to other controls. Placing weights on each type of network device will be considered for this metric as well since each type of device has different levels of exposure to threats.

c. Gathering the data for this metric typically requires tools and manual checking by experienced administrators. There may be a significant cost if multiple personnel are needed to audit device configurations. GIAC Enterprises employs experienced engineers currently so having a few tasked to run checks on each of these devices will be an option. Exploitation tools will also be used in conjunction as a way to test the configurations of each. These tools' effectiveness may vary so finding a standard approach may not be ideal. Each engineer who does an audit of each device will score the configurations from a scale of 1 to 5 with 1 being most secure and 5 being least secure. If there are more than 1 device, than an average rating out of those devices will be presented.

i. Average amount of days to fix configuration - LAN Sweeper Report..

ii. Total insecure configurations found - Engineer Review List.

iii. Network Device Threat Level - Configuration Management DB

d. We will present this information based on ratings given by the engineers and automated tools. This rating system will be subjective and could introduce subjectivity and so several tests over a given time period may be needed. Some engineers may rate an incorrect ACL with a higher threat level compared to another engineer. The threat levels will be uniform across the board and can be adjusted on the dashboard. With these numbers a total threat score can be calculated with the formula below. Assigning threat levels on a 1 to 5 scale for each device will be the method used. This formula will then be graphed on the dashboard with appropriate points and explanations.

Insecure Firewall Configuration (IFC) Threat Level = 5

Insecure Router Configuration (IRC) Threat Level = 3

Insecure Switch Configuration (ISC) Threat Level = 2

[(IFC avg rating/total configs) x 5] + [(IRC avg rating/total configs) x 3] + [(ISC avg rating/total configs) x 2] = Network Device Security Config Threat Score

Insecure configurations of Network Devices Threat Level = 9

On a scale of 1 - 10

5.
Boundary Defense

a. The goal for finding a metric for Boundary Defense for GIAC Enterprises is to first find where the boundary is. This is similar to hardware and software inventory that has been reported and requires a mapping of devices. If they can be accessed externally physically, through a firewall, VPN or through a wireless connection it will be considered a boundary. The boundary is defined then verifying proper secure implementations have been put in place has been analyzed. This is where it will be important to find a metric so that boundary defenses can be measured and compared against any baseline security practices. Using various metrics is crucial in regards to Boundary Defense. Having a proper logging method in place that alerts and notifies relevant staff when unauthorized packets enter the network is important to test.

b. The metrics that will be used for Boundary Defense for GIAC will be based on analyst scores. Analyst scores will be scaled from 1 to 5 and will include a measurement of average days to fix the potential threat. A threat weight will be placed on each level of threats that are identified. With 5 being the highest threat weight. 

c. Gathering this data will involve multiple techniques. With the use of an automated toolset, packet logging, IDS and email monitoring, a pass/fail score can be assessed for a given time period. An assessment team will be part of the scoring and will test the separate categories labeled in the Boundary Defense control. As part of the pass/fail scores, each category of Boundary Defense will receive these pass/fail assessments. Such as Wireless Access Points, Firewalls, Routers, Physical Security, and VPNs. Using several techniques the assessment team will use multiple attack vectors to see if they were successful.

i. Total quantity of defenses scored - Analyst Report

ii. Score from 1 to 5 - Analyst Report

iii. Boundary Defense Threat Level - Configuration Management DB

d. After all testing has been completed the assessment team will present an overall score from 1 to 5.  The scores that are received will then be presented via graphs based off a formula used below.


[(AS*TW1) + ADF] + [(AS*TW2) + ADF)] + [(AS*TW3) + ADF] = Risk Score


AS = Analyst Score


TW = Threat Weight based on threat potential


ADF = Average Days to Fix Issue (Days)

Boundary Defense Threat Level =
 9

6.
Maintenance, Monitoring, and Analysis of Security Audit Logs

a. The goal we have for gathering metrics for maintenance, monitoring and analysis of security logs is to determine how often logs are checked and how often abnormal traffic with threats or exploits are found beyond normal checks and controls. Most companies have audit logs that are stored, the issue most face is having a procedure in place that checks these logs regularly. Attackers know that logs are being stored, but they also know these logs are not checked on a regular basis. Having some sort of automation in place so that when log errors or problems occur an email or message is sent to the appropriate department. As these log messages appear they then can be used for later trend analysis and possible reporting to upper management. Having a consistent method for checking these logs will be our goal.

b. The metric we will use for GIAC will be based on a scoring system that will show the % of devices with logging correctly configured. Using Splunk as our central logging method we will have the same assessment team run non-intrusive tests to determine if each test gets logged. The test will be taken in conjunction with the test done during the Boundary Defense test. We will also determine the amount of events that have not been logged via a percentage based on the analyst’s report. Using Splunk we will also verify the average amount of time error logs are resolved using this tool. 

c. This information will be gathered through the use of automated tools. Splunk provides a in depth way to gather logs and monitor them from a central location. It will also be gathered via the original assessment deployed earlier. Using Analyst and the central logging method we will determine the percentage of logs that are not notifying appropriate staff correctly. The assessment team will create a range of packets to test against several systems to test if these intrusions are logged. The will also attempt to create errors and determine if these logs are created and reported.

i. Total quantity of systems assessed - Analyst Report

ii. Percentage of logs not notifying correctly - Analyst Report

iii. Maintenance, Monitoring, and Analysis of Security logs Threat Level - Configuration Management DB

d. The way the information will be presented by for GIAC will be through the use of graphs of each category of logging. Splunk will be used as the central platform for logging.

7.
Application Software Security

a. The goal for GIAC for this control will be to find any trends or areas that may need improvement after scheduled testing and reported logs have been gathered. The areas of this control that will be monitored will be in the area of patch latency, test results from automated tool-sets, and log records from web application firewalls. With the intense growth of cloud computing and externally faced applications, this control is becoming more important. This may be the first potential threat that is exploited on a network. Implementing proper configurations with experienced testers and scanning tools is a way to mitigate this threat.

b. The metric that will be used for this control will be based on analysis and trending performed by an automated tool set and audit logs. Rating each application on these level of patch status will allow a more quantitative measurement that can be shown on a metric dashboard. Using threat levels on different types of applications will be part of the metrics that are gathered. Having the ability to adjust these levels will be important. Each application that is externally facing will have a higher threat level compared to an internal application. An application that is revenue generating will also be accounted for as a high threat level because of its impact on the business.

c. The data for this control will be gathered through the use of extensive logging, testing and scan reports. The logging will be based on application firewalls that have already been implemented. Palo Alto Network firewalls provide exceptional logging for this type of metric gathering. We will also use database review tools and web application testing tools to verify against exploits. Using the same assessment team along with an automated toolset to gather data will be important as a way to cover multiple layers of security threats. Maintaining these logs and reports every month is key to displaying trends and areas that need improvement.

i. Total number of vulnerabilities found - Assessment Team/Web app tester

ii. Total number of malicious packets found entering network - Palo Alto Networks

iii. Average time vulnerabilities are patched - Web app tester

iv. Application Software Security Threat Level - Configuration Management DB

d. We will present this information in a graph based off a formula that will combine the threat level of the application, the quantity of vulnerabilities found in applications using several methods including, web app testing categories of OWASP and scanning tools from GFI. Included in this will be information gathered from application firewall logs that will be pertinent to show how often threats may have been found. The formula we will use is below.

8. 
Controlled Use of Administrative Privileges

a. Our goal for controlling use of administrative privileges will be to prevent errors and inside employees from circumventing the security currently in place. Statistics prove that inside threats are far more dangerous than external threats and that most attacks occur from within a network. Our goal will also be to track how administrative privileges are used and how often they are used for tasks that don’t need to be. Many times attackers will use this against a company and use the privileges they gain from certain users on a network to further their attack. Finding these accounts and determining user requirements and their privileges will be the first step in getting to this goal.

b. The metric we will use to present to GIAC will be based on several tools. One using local operating system scripts that will periodically check for administrative accounts being added and how many administrative accounts exist. It will also be based on password cracking tools such as Cain and Abel, and L0phtcrack which can perform scheduled tests on accounts to see if they are following password policies.

c. This data will be gathered through the use of automated tools and as part of the initial assessments used in previous controls. Using tools to scan for administrative accounts and using password crackers to test passwords will be the way we will gather this data. Most Operating systems have scripts that can be run on a scheduled basis that will test for login events and account group memberships that may exceed their need. Event logging will also be used as a way to track login events of administrators and how often they are being used on server equipment.

i. Total accounts with privileges higher than allowed - Operating System scripts

ii. Total passwords not abiding by password policy - L0phtcrack, Cain and Abel

iii. Average time accounts have been fixed - L0phtcrack, OS Logs

iv. Controlled Use of Administrative privileges threat level - Configuration Management DB

d. The information we gather will be presented through a rating system that considers both higher account privileges equally to that of bad passwords. Multiplying each of these against the time it takes to resolve the issue and then adding them together will result in a score rating. This will then be multiplied against the overall threat level of the control for an overall score that we will graph on the dashboard.
9.
Controlled Access Based on the Need to Know

a. The goal for GIAC in controlling access based on the need to know will be to find out how often accounts are being utilized to gain access to sensitive information. It will also be to determine what group memberships have been incorrectly applied to user accounts and if any sensitive data is leaving the company unauthorized. 

b. The metric we will use for this control will be based on the total successful attempts to move sensitive data with unauthorized account privileges. It will also be to find the average time accounts have been neutralized. We will also find the total amount of user accounts that have been placed in groups, which have given them more privileges than they require.

c. We will gather this data through several methods. These will include automated tools, and the use of the assessment team used previously as part of the original testing. We will use the RSA DLP suite as part of the network scans to verify share permissions are being utilized correctly. We will also use Splunk to gather audit logs for logon events that appear to be suspicious. The assessment team will then create fake accounts and use these accounts to attempt to access unauthorized information to determine if their information is logged and alerted properly and within an ample time frame. We will also use Honey tokens as part of our IDS/IPS systems to alert when account access infiltration has occurred. The data gathered from the assessment tools and the assessment team will be displayed in this report and dashboard. Since we cant use an Assessment Team every month this will be part of our initial rating of this control and will be assessed every year. 

i. Total successful attempts of moving sensitive test data with unauthorized accounts - Analyst Report

ii. Total amount of unauthorized group memberships - RSA DLP suite/Analyst Report

iii. Average time that account has been neutralized and data has been recovered - Splunk Logs/RSA DLP information.

iv. Controlled Access Threat Level - Configuration Management DB

d. This information will be presented in a manner that typically follows a trend analysis over time. No goals have been set, but using time as our indicator of achievement, we will be able to represent improvement or decline in a much more graphical manner. Without any scoring in place we feel this best displays how well this control is doing.

10. Continuous Vulnerability Assessment and Remediation
e. The aim when conducting a vulnerability assessment is to identify systems with known bugs or weaknesses that could lead to a compromise. Ideally, a vulnerability scan would show all systems to be 100% patched and not at all vulnerable to known threats, but unfortunately and for a host of reasons, this may not be the case. In our latest scan of the core enterprise network, several shortcomings were found, including patch levels of several host operating systems and software.  Some of these have since been repaired, while others are at various points lower in priority on the to-do list; indeed not all hits generated by an automated vulnerability scanner is equal in threat to the enterprise. This is based on several factors; the criticality of the system on which they were found, the other services running on that system and the exposure of that system to potential threats. Some legacy servers, for example, are running old versions of operating systems due to incompatibilities with newer versions. If these systems are not connected to the Internet, the risk exposure may be lower. 

While there are many of these types of exception to the rule, the aim of a vulnerability metric is to measure our risk exposure and track its (hopeful) decrease over time, as identified issues are remediated.

f. The metric proposed to assess our vulnerability risk exposure combines the results of regular vulnerability scans with a subjective importance given to a particular system or class of systems.  In order to hone in the focus of this metric, and to give the attention where our risk analysis points out we are most vulnerable to loss of critical business data, we will focus solely on vulnerabilities to servers. This does not mean we will cease conducting assessments of workstations, only that they will not factor into this metric. 

First the ratio of number of devices on the network which are assessed as meeting the expected level of mitigation vs the number scanned for a given assessment. We then multiply with a weighting factor to reflect the criticality of a given system.

[(SMIT/STOTAL]*IW = Risk Level

ex. 1 -   (9/12) *4.3 = 3.225

ex. 2 -   (11/12) *4.7 = 4.308

SMIT = Number of scanned which were mitigated of significant vulnerabilities

STOTAL = Total number of servers scanned

IW = Importance weighted average, on a scale from 1-5, 5 being of high importance, averaged across all servers scanned

In the examples above, it is demonstrated how the weighting factor affects the metric. Although, more servers were considered secure in the second example, the overall level of importance associated to the servers in the second scan is higher. This results in a higher overall risk.

g. Data will be gathered for the metric through an automatic process which pulls the following data from the related sources:

i. Number of Servers total - Configuration management DB

ii. Number of Servers risk mitigated- Vulnerability scanner report

iii. Importance weighted average - Configuration management DB

h. The value plotted by this metric can easily be visualized on a line graph, with a month-to-month decrease in value depicting a general decrease in the vulnerability to the server infrastructure.
11.  Account Monitoring and Control

a. Inactive, unused and improperly configured user accounts can be a source of vulnerability to the network. There are many exploit techniques which leverage default passwords or unsecured service accounts which can lead to serious compromise of network hosts and servers. This is equally true on network and routing devices. The goal of this metric will be to assess our risk exposure to these types of threats via automated monitoring.

b. The metric proposed to assess our account risk exposure combines the results of numbers of ill secured accounts with a subjective importance given to a particular system or class of systems.  The metric will include data from workstations (W), servers (S) and network devices (N), with additional weighting given to each of these classes. 

[(WVUL/WTOTAL)*WW] + [(SVUL/STOTAL)*SW] + [(NVUL/NTOTAL)*NW] = Risk Level

ex.  -   [(90/100)*2.1] + [(12/30)*4.1] + [(3/40)*4.7] = 3.88

XVUL = Number of this class of devices found to have accounts either expired, 

XTOTAL = Total number of this class of device which was scanned

XW = Criticality weighting, on a scale from 1-5, 5 being of high importance, averaged across each class of devices.

In the examples above, it is demonstrated how the weighting factor affects the metric. Vulnerabilities are more critical on network devices then individual workstations, therefore those device vulnerabilities are given a higher weight.

c. Data will be gathered for the metric through an automatic process which pulls following data from the related sources:

i. Number of W,S and N - Configuration management DB

ii. Number of vulnerable W, S and N - A custom script pulling together data from Active Directory, Unix config files and CISCO IOS reports. For each of these platforms the results will be audited against the current System Administration best practices for: 

· account time out length;

· number of account attempts/lockouts;

· list of current employee (to ensure accounts belonging to old employees are purged); and 

· recent time-of-day login statistics.

iii. Importance weighted average - Configuration management DB

d. The value plotted by this metric can easily be visualized on a line graph, with a month-to-month decrease in value depicting a general decrease in the vulnerability via dormant and poorly configured accounts.

12. Malware Defenses

a. It is well understood that new malware is discovered by the hundreds each day, and variants of existing malware by the thousands. No single virus/malware scanner, or even a combination of the top few can effectively detect even 80% of known malware. These ‘signature based’ scanners are even less effective on ‘0-day’, or unknown/unclassified malware. GIAC’s security plan has already put in place robust detection and remediation procedures and technologies and measure the volume of malware which gets through these protections does not clearly correlate to how well the defenses are working. The goal of this metric, therefore is not to aim to reduce to zero the instances of malware on the network, but rather to measure the effectiveness of our response to potential and successful malware infections and improvements in our ‘non-technical’ understanding of how these incidents are coming to be.

b. We will attempt to measure the means through which the malware infected the system, and correlate this data to one of several groups:

i. email

ii. drive-by web download

iii. Deliberate web download (user clicked a link)

iv. physically by user (CD/USB)

v. other

Having classified the vector of each malware event, we will measure this metric over time; feeding the results to our policy writers and administrators to help shape policy and technical solutions to tackle the most common infection vectors.

Secondly, we will plot our recovery time from a malware event. The effect management is seeking is maximum up-time of ‘clean’ hosts and servers, and if we find we are continually reducing downtime, despite a possible increase in incidents, we are still achieving the goal. 

c. The data from the first metric will come as a report from our anti-malware suites. As we are running several pieces of anti-malware software (on the host, on the server, on the unified threat management device). While this will not necessarily capture all the malware, it will give us a general idea as to the entry vectors of the malware it does find. Data can also be added manually for any suspected malware which may be located by users and administrators, but not identified as such by the automated systems.

Malware-caused system downtime data will be extracted from the Helpdesk’s trouble ticket database. 

d. In the case of the means of infection, the metric will be presented in the form of a stacked bar chart, plotted over time.

The malware-induced system downtime will be visualized and reported via a line graph, indicating average downtime per incident over the reporting period.

13. Limitation and Control of Network Ports, Protocols, and Services

a. The presentation of unnecessary network ports is an entirely controllable and easily measured factor across workstations, servers and network devices. The goal identified for this metric is to have no unnecessary ports, services or protocols open or available on workstations, servers or network devices. In order to consider metric generation for this factor, software and hardware configuration management is an absolute must, as described in the first two security controls, if you don’t know what you have and what it’s running, you can’t know your risk exposure and how to mitigate it.

b. The metric for this security control will be quite basic, but should prove effective. It will act as an audit, ensuring our configuration management processes are indeed identifying and approving any given service being activated on a server or host. The metric will clearly show the number of exceptions and any number greater then 0 will trigger resolution efforts from system administration and configuration management staffs.

c. Automated network port scans will be run on random hosts on a nightly basis. The results will be compared to a list of ‘known-good’ network services and any unexpected ports or services will be reported. 

d. We will present this metric on a simple line graph, with any exceptions on the vertical axis, plotted against time.

14. Wireless Device Control

a. The vast majority of wireless (Wi-Fi) security threat vectors result from improper network configuration. GIAC has already fully implemented Control 14, which includes the configuration of mandatory WPA2/EAP wireless protection; along with a VLAN configuration which removed Wi-Fi access points form the core private network and placed it behind a security perimeter. Devices which are authorized to access the Internet or private network resources are forced by device policy to connect to these resources via a secure VPN hosted at GIAC, which offers these connections all the protection it does any similar traffic originating from the corporate network. These precautions have already shown great leaps forward in wireless security so the goal of this metric will be to verify that these controls are effective and continue to decrease risk exposure.

b. The metric proposed to assess our wireless risk exposure will include results of spot-audits of wireless clients for adherence to established policy and security configurations. It is assessed that as a result of the stringent security controls already in place, any likely risk to the network on a wireless device arises not by virtue that it is a wireless device; in other words, we are considering our wireless devices, for all intents and purposes to be equal to desktops. The metric for this control will be a simple measurement of the number of spot-checked devices which for whatever reason are not conforming to the security policies. 

c. Data will be gathered for the metric via an automatic report from our Mobile Device Management suite. This software, which constantly polls all wireless devices and reports on any variances from the expected configuration, will output a list of policy violations, which will later be investigated by the incident handling team. If these are determined to be actual breaches they will be counted towards our metric. If they are false positives, we will attempt to further hone the metric data to more accurately capture the desired variances.

d. The value plotted by this metric can be visualized on a line graph, with a month-to-month decrease in value depicting a general decrease in our exposure via wireless device misconfiguration, with a possible correlation to increased user knowledge and awareness.

15. Data Loss Prevention

a. At GIAC Enterprises, our business success lies with our intellectual property. Our top-shelf fortune cookie sayings could be considered our crown jewels. The goal of the data loss prevention metric is to understand and decrease our risk of losing this most critical of data. The major challenge we face in this regard is presented by the data itself. If our ‘crown jewels’ were gigabytes large, it would be relatively easy to see them be nefariously exfiltrated from our network. Fortune cookie sayings are of course very short, textual phrases each unique and difficult to scan for in network traffic. They could be exfiltrated through any number of channels; email, USB, CD-ROM, chat, social networks, paper, telephone and so on. Since preventing transmittal of this intellectual property is nearly impossible we will focus on data prevention through protection at rest.

b. The metric we will employ to measure our risk exposure for data loss will be a combination of the number of people who have access to the Fortune Cookie Saying database, the number of times this DB is accessed and the number of instances of Sayings being found elsewhere on the network (other then the Sayings database server).

[DBAuth ] + [DBAccess ] + [SUnsec] = Risk Level

ex.  -   [12] + [2] + [3] = 17

DBAuth = Number account authorized access to the DB; we strive to minimize this (principle of least privilege).

DBAccess = number of instances of unusual activity on the DB (dumps of large numbers of sayings etc). Each unusual activity will be confirmed by the IH team before being counted.

SUnsec = The number of workstations which are found to contain Sayings on them. As per security policy, no employee shall store Sayings locally. Authorized individuals may view them via the DB web app, but may not copy them locally. 

c. The raw data for this metric will be collected via:

i. Access to DB - Credential dumps from active directory, and automated audits of the Oracle permissions list.

ii. Number/type of access to the DB - Login data and file transfer logs from the Oracle DB

iii. Incidences of Sayings found unsecured - Custom search script running nightly on random workstations. The script will search and compare strings against the list of existing Sayings, looking for instances of them on workstations.

d. A line graph will be used to visualize the performance of this metric. An decrease in the graph will indicate a general improvement in the Data Loss risk.

16. Secure Network Engineering

a. The aims of our secure network engineering efforts, as identified in our Top 20 implementation plans, are threefold:

i. Reduce by 80% the number of internet entry points to the corporate network

ii. Achieve 100% of internal host and servers pointed at secure, controlled DNS servers (reducing the possibility of DNS cache poisoning and other attacks)

iii. Achieve 100% physical network verification. (confirming reality with the architecture on paper)

b. We will report on the three areas of interest as part of this Control via a weighted equation, which will output a consolidated value indicating overall risk level.

3*[(((IAPCur)+3(IAPNew))/IAPOrig)]   + [DNSSec/HostsTotal  ] 

+ [ VerifiedCX/TotalCX] = Risk Level

ex.  -   3*[(90+3(1))/100]   +   [65/100]   +    [(35/100] = 3.79

IAP Cur, Orig, New = Number of internet entry points: Current, as per the Original audit and Newly found.

DNSSec/HostsTotal = Number of hosts using secure DNS over total hosts

VerifiedCX/TotalCX= Ratio of verified network connections to total. 

c. The data feeding the metric described above will be gathered and processed as follows:

i. Using results of the recent (and updated monthly) 100% audit of internet entry points, we will track the reduction in these entry points, also penalizing any new entry points found which had not been present prior.

ii. Using system administration tools (Group Policy, SMS) we will gather data of how many systems have been moved to the more secure internal DNS services.

iii. The security team will conduct spot checks audits of cable closets, server rooms etc and record the number of inaccurate patches and configurations they locate. These will be noted for remediation using existing configuration management processes. 

d. The value plotted by this metric can be visualized on a line graph, with a month-to-month increase in value depicting a general increase in our general network engineering and configuration. As these metrics are achieved notably 100% of systems are migrated to internal DNS) we can switch to another metric on which to focus and remediate.

17. Penetration Tests and Red Team Exercises

a. Vulnerability scans and security audits are useful controlled measures for assessing our risk exposure to known weaknesses. Penetration tests take the assessment up a level and allows the tester more freedom to leverage a full spectrum of avenues to compromise the network. This may include social engineering, and actual exploitation (rather then simple identification) of hardware or software vulnerabilities. The aim of this metric will be to gauge our ability to respond to vulnerabilities as well as to test our defensive perimeter.

b. A good penetration tester, given time will most likely find a way into the network. Success in a penetration test in our case will be measured by our ability to find and respond to the intruder and adapt our procedures and policies to prevent similar future incursions. We will also weigh the success of the pen test against the level of success it achieves, the most critical being full plain-text access to our intellectual property DB.

TTF*CR = Risk Level

ex.  -   [18 hrs] * [3] = 54

TTF = Time to Fix. includes time to identify and respond to the event

CR = Criticality of exploitation, as defined below.

Full IP data theft. Criticality = 5

Administrative rights attained on core servers. Criticality = 3

Non-Admin rights attained, or on non-critical hosts only. Criticality = 2

c. As pen testing is a highly specialized skill set which we are not resourced to adequately employ internally, we will contract out regular pen tests with a network security consultant. Their final reports will no doubt supply a number of actionable security observations, but for the metric we are interested in the degree of exploitation achieved. It will also provide a timeline which will allow us to clearly assess our TTF assessment.

d. The value plotted by this metric can be visualized on a line graph, with a month-to-month decrease in value depicting a general decrease in our general betterment in our security and incident handling posture.

18. Incident Response Capability

a. Our aim when measuring our IR capability is to assess our holistic ability to detect and respond to network security incidents. Incident response is a complex process with many factors, so we will strive to pull in several pieces of data and provide a clear look at a complex topic.

b. As we are trying to get an end-to-end assessment of the success of our IR process we will need to design a metric which brings in data from the beginning of an incident all the way through to resolution, and even lessons learned. The trigger for an incident may be an alarm tripped on the IDS or a user complaint to the help desk. For each incident, we will reach as far back as possible to assess the true time the incident occurred. This will be followed by points in time as the IR process is worked through by the help desk, security and system administration teams. In particular we will gather:

i. Time of incident detection/identification

ii. Time of incident eradication

iii. Time of incident recovery

iv. Number of Lessons Learned and/or changes to policy generated as a result of the incident.

c. The data will be gathered from a number of automated and manual sources. For this metric, the most critical data will be various points in time, as measured by the incident handling team. These times are logged manually, but will begin being tracked in the configuration management database by the IH team. We will also pull information manually from the help desk database and IDS/firewall logs should it be required to better establish the scope of the incident. 

d. We will visualize this metric on a stack bar chart, with the following values stacked on each bar, and subsequent assessments across the horizontal axis:

i. Mean time to incident detection/identification

ii. Mean time to incident eradication

iii. Mean time to incident recovery

The overall height of the bar represent the total time to recovery, but the colors will display the variance in detection, eradication and recovery. The bar chart superimpose a line chart representing the number of lessons learned generated in a given time period

19. Data Recovery Capability

a. Measuring our ability to quickly recover from lost or corrupted data is an integral part of our Business Recovery Planning plan. If a machine is compromised or damaged either maliciously or accidentally, we require a degree of assurance that it will be recoverable to a recent known-good state, so that business operations can be resumed. This metric will leverage the GIAC Enterprises BRP and use its approved policies and procedures as the baseline for which to measure our successfulness against.

b. Our data recovery metric will be assessed as a combination of the following factors:

i. Percentage of our data which is successfully backed up as per the BRP (multiplied by factors for high-med-low data criticality)

ii. Average time to recovery of a critical server

iii. Assessment of our storing of backups and BRP plan/procedures, as per the BRP


[(1*BUL)+(2*BUM)+(5*BUH)] + [TTR] * [BRPComp] = Data Recovery Risk Level

ex - [(1*.60)+(2*.70)+(5*.95)])* [4.6] * [7] = Data Recovery Risk Level

[6.75] * [4.6] * [7] = 217

BUX = Percentage of data successfully backed up (low-med-high criticality)



TTR = Critical Server Time to Restore (hours)

BRPComp = Compliance to our BRP standards for off site storage, offline data encryption etc. (1-10, 10 is most compliant)

c. The percentage of successful backups will be verified via randomized tests manually carried out by the security teams. They will identify a number of files/data which will need to be recovered and will assess, after the recovery process is carried out by the backup admins, how many were able to be successfully recovered. The average time to recovery of a critical server will be measured from actual server recovery times (should they occur), combined with randomized BRP exercises which will have the sys admin team recovering production servers in a development environment. Finally, a figure will be subjectively assessed by an audit and assigned to our overall compliance to our BRP backup storage standards. 

d. The metrics' output  will be presented as a point on a line graph, with improvements in our DRP capability reflected as a general drop in the trend over time.

20. Security Skills Assessment and Appropriate Training to Fill Gaps

a. Our aim with this twentieth and final security control metric is possibly the most important. Securing the human behind the computer has long been known as one of the more difficult security goals to achieve, and is becoming more critical as hackers are leveraging advanced spear-fishing techniques and other social engineering methods to get a foothold inside the organization. The goal will be to measure the effectiveness of our existing training efforts and compliance to user policy.

b. The security skills and training metric will encompass the following inputs:

i. Percentage of users who are deemed to have failed the latest phishing/social engineering test (weighted by criticality group: ex. executives higher then secretarial)

ii. Number of security related trouble calls at the help desk (more means greater user awareness of the issues)

iii. Average score on periodic self assessments questions/polls which will be presented to users in the form up a pop-up quiz on login.

[(1*PL)+(2*PM)+(5*PH)] * [HDSec ] * [Quiz]= Personnel Risk Level

ex [(1*5)+(2*3)+(5*3)]  * [6] * [.12] = Personnel Risk Level

[(5)+(6)+(15)] * [6] * [.12]= 18.72

Px = Percentage of user who failed phishing (per criticality group)

HDSec = Average number of calls/day to the HD with security related questions (strange behavior, malware reports, phish reports)

Quiz = The percentage score of security test questions and polls popped up to the users on login.

c. The security red-team’s periodic phishing runs will provide the data from the first factor of this metric. The helpdesk call database will provide the data to build a picture of user security-related calls and the results of the security polls will be tabulated to to give an overall percentage result.

d. The metrics' output  will be presented as a stacked bar graph, with improvements in our personnel security reflected as a general drop in the trend over time.

Dashboard 
 



The Security Metrics Dashboard (Annex A) includes 7 categories of graphs that clearly depict the results of the above security metrics in a context pertinent to the Executives at GIAC. Each of these graphs include results of data retrieved from each of the controls and some combine data from several metrics, where appropriate. The number and type of charts were selected  in a manner so that they were not all the same and allowed the reader to be able to associate certain types of graphs with associated controls. We avoided the oft-used ‘traffic light’ style of indicator, as they provide very little context to the reader and thereby little value in informing a decision. With the additional detail, executives should be better equipped to decide that a certain control merits additional investment in resources to address it.

Reporting

The security metrics dashboard will be updated on a monthly basis, using data from the last 3 months for context. Each dashboard will include a short executive summary outlining key improvement areas and areas for future growth. The summary will also indicate the security team’s focus of the following month, as directed by the security implementation plan and management’s prioritization.  

Conclusions

GIAC Enterprises will require certain levels of technology to be able to successfully perform the recommendations we set forth. These technologies vary in price, with many available for free using open source technology. Many of the tasks can be performed by internal staff and equipment currently in place. The use of an outside assessment team will be important for conducting some of the tests that are required for metrics listed in this document. 

We believe a dashboard that uses several controls together in one graph made most sense as far as readability. Displaying 20 separate graphs on one board can be overwhelming and difficult to read and interpret. Using several similar categories and different types of graphing is easier to understand and determine where assistance may be needed. 

We recommend implementing the dashboard for each of the controls in a phased approach. The controls that require an assessment team will need to be done at one time, but the other requirements will need to be rated based on threat levels we have given each control. These threat controls are what we consider as the highest threats to GIAC. The formulas presented can be adjusted as needed to better reflect the intended metric. 

Overall, it will be important that the dashboard is reviewed monthly so that trends can be identified and controlled. With graphing we included on this dashboard we believe that senior management can make informed decision regarding GIAC’s security posture and the investment of resources into our security programme. 
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